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A full multiple-scattering algorithm for inverting upwelling radiance ~Lu! or irradiance ~Eu! and down-
welling irradiance ~Ed! profiles in homogeneous natural waters to obtain the absorption ~a! and back-
scattering ~bb! coefficients is described and tested with simulated data. An attractive feature of the
algorithm is that it does not require precise knowledge of the scattering phase function of the medium.
For the Eu–Ed algorithm, tests suggest that the error in the retrieved a should usually be &1%, and the
error in bb &10–20%. The performance of the Lu–Ed algorithm is not as good because it is more sensitive
to the scattering phase function employed in the inversions; however, the error in a is usually still small,
i.e., &3%. When the algorithm is extended to accommodate the presence of a Lambertian-reflecting
bottom, the retrievals of a are still excellent, evenwhen the presence of the bottom significantly influences
the upwelling light field; however, the error in bb can be large. © 1997 Optical Society of America
1. Introduction

Among the most common measurements in hydro-
logic optics are the simultaneous depth profiles of the
upward and downward irradiances, Eu and Ed, or the
nadir-viewing radiance, Lu and Ed. However, these
are not only characteristic of the water and its con-
stituents but also the radiance distribution incident
upon the surface. In contrast, the inherent optical
properties, i.e., absorption coefficient a, scattering co-
efficient b, and scattering phase function P~Q!, where
Q is the scattering angle, are characteristic of the
medium alone.1 These can be related to the concen-
tration of the constituents in the medium, e.g., the
chlorophyll concentration, and form the basis of the
remote sensing of phytoplankton.2 One long-
standing goal of hydrologic optics has been to extract
a, b, and P~Q! from measurements of Eu and Ed.
~For a complete review of this problem, see Ref. 1,
Chapter 10 and the references therein.! Kirk3,4
showed how a and b could be estimated from Eu and
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Ed if the correct P~Q! for the medium were known.
Gordon5 added the variation of Eu and Ed with the
solar zenith angle to estimate a, bb, and P~Q! for Q
&40°. Later, Gordon6 showed that, for typical oce-
anic phase functions, Eu and Ed were almost unaf-
fected by P~Q! for Q &10–15° and only moderately
affected for Q as large as 40°. Practically this im-
plies that, without P~Q!, b cannot be extracted from
Eu and Ed, and that Eu and Ed depend mostly on a
and bb, with a minor dependence on P~Q!. This ob-
servation led us to study the possibility of an inver-
sion algorithm that focuses on recovering a and bb
from Eu and Ed without accurate knowledge of P~Q!.
Here we report the successful result of the study for
a homogeneous water body. Also, as measurements
of the Lu–Ed combination are now common ~because
of the existence of commercially available instrumen-
tation!, we report the successful extension of the al-
gorithm to this combination and to situations in
which the bottom strongly influences the light field in
the water.

2. Algorithm and Its Performance

The algorithm is capable of using either Ed~z! and
Eu~z! orEd~z! and Lu~z!. We begin by describing the
operation in the former case. We assume that Eu
and Ed are provided at N depths denoted by zi, and



that N is large enough so that depth derivatives of
these quantities can be accurately computed.

A. Eu–Ed Algorithm

To start the Eu–Ed algorithm, one must have initial
guesses for a and bb. These are estimated in the
following manner. If the scalar irradiance E0~z!
were measured, the absorption coefficient could be
determined from Gershun’s law,1 i.e.,

a~z! 5 m# ~z!KE~z!, (1)

where m# ~z! is the average cosine of the radiance dis-
tribution, m# [ ~Ed 2 Eu!yE0, and KE [ 2dydz@ln~Ed
2 Eu!# is the attenuation coefficient of the vector ir-
radiance. In the absence of E0, we simply estimate
m# to be m0, the cosine of the solar zenith angle ~u09!
measured in the water. Thus, the initial guess for a
is a~0!~z! 5 m0KE~z!. As we assume that themedium
is homogeneous, we average a~0!~z! over depth,
weighed by a function f ~z!, to obtain the absorption
coefficient characteristic of the medium as a whole,
i.e.,

a~0! 5

*
0

zm
a~0!~z! f ~z!dz

*
0

zm
f ~z!dz

, (2)

where zm is the maximum depth of the measure-
ments. We use a weighting in which f ~z! 5
ln@Ed~z!#, which because Ed~z! has a near-
exponential decay with z, yields a near-linear weight-
ing with depth, i.e., deeper measurements are
weighed more heavily than surface measurements.
Other weightings work equally well; however, we
prefer this, as the measured values of Ed near the
surface are likely to be the least accurate because of
ship shadowing and wave-induced irradiance fluctu-
ations.
The initial estimate of bb~z! is obtained from the

irradiance ratio, R~z! [ Eu~z!yEd~z!, by using the
well-known approximation for R near the surface,7,8
R ' 0.33bbya, so bb

~0!~z! 5 3R~z!a~0!. This guess for
bb

~0!~z! is then averaged over depth in a manner iden-
tical to a~0!~z! to obtain bb

~0!.
A scattering phase function P~Q!, where Q is the

scattering angle, is now assumed for the medium.
From P and bb it is possible to estimate the scattering
coefficient b through

b̃b ;
bb
b

5 2p *
py2

p

P~Q! sin Q cos Q dQ.

Thus bb
~0! provides an initial estimate of b, i.e., b~0!.

The beam attenuation coefficient of medium c is then
estimated as c~0! 5 a~0! 1 b~0!.
The initial guesses a~0!, b~0!, and c~0! along with

P~Q! are entered into the radiative transfer equation
~RTE!, the solution of which provides all the irradi-
ances, Ed

~0!~z!, Eu
~0!~z!, and E0

~0!~z!. These are used
to form R~0!~z! [ Eu
~0!~z!yEd

~0!~z! and m# ~0!~z! [
@Ed

~0!~z! 2 Eu
~0!~z!#yE0

~0!~z!. A new estimate for a is
then made by using a~1!~z! 5 m# ~0!~z!KE~z!, and the
error DR~z! [ R~z! 2 R~0!~z! is determined. This
error inR~0!~z! is then used to estimate the error in bb
through Dbb~z! 5 3DR~z!a~1!~z!. This is used to form
a new estimate for bb~z!: bb

~1!~z! 5 bb
~0!~z! 1

eDbb~z!, where e is a constant between zero and one
that determines the speed of convergence and the
stability of the iteration. We typically choose e to be
0.25.
Then, just as b~0! and c~0! were determined from a~0!

and bb
~0!, b~1! and c~1! are determined from a~1! and

bb
~1!. These are then reintroduced into the RTE to

determine a new estimate for the irradiances, i.e.,
Ed

~1!~z!, Eu
~1!~z!, and E0

~1!~z!. The iteration process
then continues with the nth 1 1 iteration following
the nth iteration in exactly the same manner as the
first iteration followed the zeroth iteration above.
The algorithm is stopped when the residual error
after n iterations, defined as

d~n! 5
1
N (

i51

N

uln@Ed
~n!~zi!# 2 ln@Ed~zi!#u 1

1
N (

i51

N

3 uln@Eu
~n!~zi!# 2 ln@Eu~zi!#u,

reaches a minimum.

B. Tests of the Eu–Ed Algorithm

To test this algorithm, we assume an infinitely deep
medium with c 5 1 m21. The scattering coefficient
was then varied from 0.2 to 0.95 m21, implying that
the single-scattering albedo of the medium, v0 [ byc,
varied from 0.2 to 0.95. The scattering phase func-
tion for the medium was taken to be a one-term
Henyey–Greenstein9 ~HG! function with asymmetry
parameter g 5 0.85 ~Fig. 1!. The irradiance pseudo-
data were created at 0.25-m depths from the surface
to 4.75 m, i.e., from the surface to 4.75 optical depths,
by a Monte Carlo radiative transfer code in which the
ocean could be illuminated with the solar beam alone
~no atmosphere!, the solar beam and skylight from a

Fig. 1. Scattering phase functions used in this study ~normalized
to unity!.
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50-layer atmosphere containing both aerosol and
Rayleigh scattering, or by a uniform radiance distri-
bution used to simulate illumination under overcast
skies. The code has been thoroughly tested and
compares favorably with other radiative transfer
codes used in hydrologic optics.10 A similar radia-
tive transfer code was used as a subroutine to solve
the RTE at each iteration in the inversion process.
Table 1 provides the results of a test of the algo-

rithm for a case in which the correct phase function
for the medium was used in the inversion process.
In this case the atmosphere was absent and the solar
zenith angle u0 ~in air! was either 0 or 60°. Two
cases of a uniform incident distribution ~to simulate
overcast conditions! are also included. The same in-
cident radiance distribution is used in both the code
for generating the pseudodata and the inversion code.
Table 1 shows that the maximum error in the re-
trieved values of a and bb is &1% when the correct
phase function is employed. It also shows that the
algorithm works equally well under a variety of inci-
dent radiance distributions.
When an incorrect phase function is used with the

same pseudodata, the error in bb increases; however,
the error in a remains small. This is also shown in
Table 1. In this case a HG phase function with g 5
0.95 ~Fig. 1! was assumed in the inversion process.
It should be pointed out that this error in the as-
sumed phase function is very large: bbyb, the back-
scattering probability, is 0.036 and 0.011 for g 5 0.85
and 0.95, respectively. The assumed phase function
underestimates the backscattering probability by
more than a factor of 3; however, the maximum error
in the retrieved bb is still only212%. The algorithm
compensates for the too-small values of bbyb by in-
creasing b until a nearly correct bb is found.
Note that, for a given v0, the results in Table 1 are

applicable to any value of c if zi is replaced by czi, the
optical depth corresponding to zi.
For a final test of the Eu–Ed algorithm, we inverted

Table 1. Test of the Eu–Ed Algorithm with a Correct and Incorrect P~Q!
used in the Inversion

Sourcea

~deg! v0

Correct P~Q!b Incorrect P~Q!b

da
~%!

dbb
~%!

da
~%!

dbb
~%!

0 0.20 10.6 20.4 10.3 21.7
0 0.40 10.4 10.9 20.5 24.4
0 0.60 10.2 10.4 21.0 27.5
60 0.60 10.1 10.2 20.8 27.4
D 0.60 10.3 10.6 20.9 27.5
0 0.80 20.3 20.4 20.6 29.4
0 0.90 10.2 10.2 20.2 210.2
0 0.95 20.1 20.3 21.0 210.5
60 0.95 10.1 10.9 20.5 29.5
D 0.95 20.1 10.1 20.4 210.0

aHere 0° and 60° mean the source is the Sun at solar zenith
angles of 0° and 60°, respectively; D indicates totally diffuse radi-
ance incident upon the surface.

bda and dbb are the errors in the retrieved values of a and bb,
respectively.
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the irradiance data obtained from Tyler’s11,12 mea-
surements of the radiance distribution at 480 nm as
a function of depth in Lake Pend Oreille, Idaho, un-
der conditions of optical homogeneity throughout the
water column. As the full radiance distribution was
measured, it was possible to obtain Eu~z!, Ed~z!, and
E0~z! and therefore to use Gershun’s law to obtain the
true value of a. The result ranged from 0.112 to
0.118 m21 with a mean of ;0.116 m21.13 The vari-
ation in the derived value of a may be due to a weak
vertical structure in the water column not seen in the
beam transmittance, e.g., a minimum in R~z! was
observed near z 5 10 m. Using only the Eu~z! and
Ed~z! values, we employed our algorithm with an
aerosol-free, Rayleigh-scattering atmosphere over
the lake and aHG phase function with various values
of g for the water. The resulting retrieved values of
a and bb are provided in Table 2. All the retrieved
values of a are within ;4% of the value computed
fromGershun’s law, and the retrieved values of a and
bb are only weak functions of g. Unfortunately, no
measurements were made from which bb could be
obtained for comparison; however, from the mea-
sured value of c ~0.402 m21!, one finds b 5 0.281 m21,
which combined with our bb yields b̃b 5 0.020–0.022,
not unreasonable values.

C. Lu–Ed Algorithm

When the algorithm is operated with Ed~z! and Lu~z!,
the procedure is basically the same. Lu and Eu are
related by the Q factor14: Q [ EuyLu. The Q factor
usually ranges from approximately 3 to 6, and for a
totally uniform radiance distribution Q 5 p. If we
knew the value of Q, we could find Eu from Lu and
operate the algorithm in the same manner as above
with Eu. That was our strategy. Briefly, an initial
estimate of Eu was obtained by assuming that Lu is
totally diffuse, i.e.,Q 5 p. This was then used in the
algorithm above to compute not only Ed

~0!~z!, Eu
~0!~z!,

and E0
~0!~z!, but also Lu

~0!~z!. This provides a better
estimate of Q, i.e., Q~0!~z! 5 Eu

~0!~z!yLu
~0!~z!. The

revised estimate of Q is then used to provide a more
realistic estimate of Eu, which is used in the algo-
rithm as before. Thus, at each iteration, not only are

Table 2. Test of the Algorithms with Tyler’s Radiance Data

Algorithm ga
ab

~m21!

bb
~31000!
~m21!

Eu–Ed 0.85 0.1203 6.18
Eu–Ed 0.90 0.1183 5.98
Eu–Ed 0.95 0.1174 5.70

Lu–Ed 0.85 0.1178 6.71
Lu–Ed 0.90 0.1167 6.46
Lu–Ed 0.95 0.1148 6.38

Eu, Ed, E0 — 0.116 —

ag is the HG g value used in the inversion algorithm.
ba is determined from Gershun’s law.



the values of a and bb updated; the values of Eu are
updated as well. As before the calculation stops
when the agreement between the computed andmea-
sured values of Lu~z! and Ed~z! are as close as the
algorithm can achieve.

D. Tests of the Lu–Ed Algorithm

The results of simulations in which Lu and Ed, gen-
erated with a HG phase function ~g 5 0.85!, are used
as input pseudodata and the retrieval of a and bb
carried out by using a correct or an incorrect ~HG, g5
0.95! phase function are provided in Table 3. The
agreement is seen to be as good as that seen in Table
1 for the Eu and Ed pseudodata. However, noting
that in the quasi-single-scattering approximation15,16

Lu }
P~p 2 u09!

1 1 m0
,

i.e., that Lu is directly proportional to the phase func-
tion evaluated at p 2 u09, and that the HG phase
functions with g 5 0.85 and 0.95 have similar shapes
for Q . 90° ~Fig. 1!, we believed it was important to
see how the algorithm would perform with pseudo-
data created with a measured aquatic phase function
~Petzold’s17 turbid-water phase function shown in
Fig. 1! that does not have the HG shape. Petzold’s
phase function has the property that it is close to a
HGwith g5 0.95 forQ & 90°, and closer to a HGwith
g 5 0.85 for scattering angles near 180°. Thus, for
u0 near 0°~u09 ' 0°!, using a HG with g 5 0.85 in the
retrieval algorithm would be expected to lead to rea-
sonable results, as the Petzold and HG~g 5 0.85!
phase functions have similar values near Q ' 180°.
In contrast, for larger values of u0 ~larger u09! we
would expect significant error in the retrieved bb, as
the two phase functions can differ by as much as a
factor of 2. These expectations are confirmed by Ta-
ble 4, which provides the error in a and bb retrieved
from both the Eu–Ed and Lu–Ed algorithms when the

Table 3. Test of the Lu–Ed Algorithm with a Correct and Incorrect P~Q!
used in the Inversion

Sourcea

~deg! v0

Correct P~Q!b Incorrect P~Q!b

da
~%!

dbb
~%!

da
~%!

dbb
~%!

0 0.20 10.7 20.6 10.3 21.9
0 0.40 10.6 10.6 20.6 25.2
0 0.60 10.1 10.1 21.7 24.5
60 0.60 10.1 20.3 21.5 24.1
D 0.60 10.3 10.3 21.6 24.7
0 0.80 20.2 20.2 21.6 28.0
0 0.90 20.2 20.3 20.6 27.2
0 0.95 20.0 20.9 21.5 29.9
60 0.95 20.1 10.3 20.7 29.4
D 0.95 10.2 20.0 20.2 27.8

aHere 0° and 60° mean the source is the Sun at solar zenith
angles of 0° and 60°, respectively; D indicates totally diffuse radi-
ance incident upon the surface.

bda and dbb are the errors in the retrieved values of a and bb,
respectively.
 pseudodata were created by using Petzold’s phase

function and the retrieval was carried out by using a
HG with g 5 0.85. The Lu–Ed algorithm yields a
large error in the retrieved bb, and the error increases
with increasing u0. However, it is important to note
that even with the unrealistic phase function used in
these retrievals ~HG!, the Lu–Ed algorithm still usu-
ally yielded an a with only a few percent error. In-
terestingly, the Eu–Ed algorithm still produces
excellent retrievals for a, and the bb retrievals are in
error by &20%. Of course, there is no reason that
the algorithm could not be operated by using a more
realistic phase function in place of the HG phase
function, which we used here solely for convenience.
Finally, we also tested the Lu–Ed algorithm by using

the radiance distribution from Lake Pend Oreille,11,12
and a Rayleigh-scattering atmosphere. The results
are provided in Table 2 and are similar to those for the
Eu–Ed algorithm. To see if the pure Rayleigh-
scattering atmosphere assumption has a significant
effect on the results, we carried out additional tests of
the algorithm with a moderate amount of aerosol in
the atmosphere ~aerosol optical thickness of 0.25 at
480 nm!. These yielded essentially the same results
as those given in Table 2, e.g., for g 5 0.85, the re-
trieved values of a and bbwere 0.1175 and 6.843 1023

m21, respectively, suggesting that the aerosol concen-
tration has little effect on the retrieval of a and bb.

3. Presence of a Reflecting Bottom

We have modified this algorithm to accommodate the
existence of a Lambertian-reflecting surface at the
bottom of the medium. For moderate surface albe-
dos ~AB!, the presence of the bottom can significantly
change the upwelling light field in the water column,
e.g., Lu and Eu can even increase with depth. Thus,
in the presence of the bottom, the algorithm uses f ~z!
5Ed~z! in Eq. ~2!, as the equation relating bb~z! to the
irradiances is more appropriate near the surface
where the perturbation caused by the bottom is
smallest. Also, as the equations for determining
a~0!~z! and bb

~0!~z! are likely to be quite inaccurate, we
simply start the algorithm with v0 5 0.5. Table 5

Table 4. Test of Eu–Ed and Eu–Ed Algorithms
a

Sourceb

~deg! v0

Eu–Ed
c Lu–Ed

c

da
~%!

dbb
~%!

da
~%!

dbb
~%!

0 0.20 10.6 215.3 21.2 131.6
60 0.20 11.2 218.6 10.8 256.0
0 0.60 10.2 215.9 22.9 16.6
60 0.60 20.6 219.8 13.5 252.8
0 0.80 20.2 217.9 23.3 27.1
60 0.80 20.4 219.5 17.8 250.0

aHere the Petzold phase function is used to create the pseudo-
data, and a HG with g 5 0.85 is used in the retrievals.

bHere 0° and 60° mean the source is the Sun at solar zenith
angles of 0° and 60°, respectively.

cda and dbb are the errors in the retrieved values of a and bb,
respectively.
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Table 5. Test of the Lu–Ed Algorithm with a Correct and Incorrect P~Q! used in the Inversiona

v0 AB

zB 5 3.00 m zB 5 4.75 m

Correct P~Q! Incorrect P~Q! Correct P~Q! Incorrect P~Q!

da
~%!

dbb
~%!

da
~%!

dbb
~%!

da
~%!

dbb
~%!

da
~%!

dbb
~%!

0.20 0.25 10.0 134.3 21.0 137.5 10.3 18.9 10.2 18.3
0.20 0.50 21.3 155.5 22.4 181.3 10.2 111.0 10.1 118.8
0.20 1.00 23.3 1127.6 20.0 117.5 10.3 119.7 20.7 123.0
0.60 0.25 20.2 20.7 22.3 14.3 10.4 10.6 21.6 20.9
0.60 0.50 20.3 12.7 22.0 13.0 20.5 15.1 21.5 20.5
0.60 1.00 11.3 115.3 22.0 21.1 20.4 12.4 22.8 15.8
0.80 0.25 10.1 10.3 22.9 16.0 10.2 11.0 21.5 23.2
0.80 0.50 21.2 19.2 24.8 119.5 20.5 14.1 23.0 12.2
0.80 1.00 17.9 252.2 21.6 13.1 20.7 14.0 11.4 214.7

aThe solar zenith angle is 0°, the bottom depth is zB, and the bottom albedo is AB.
provides the results of this algorithm operated with
Lu and Ed for a medium with c 5 1 m21 and bottom
depths ~zB! of 3.00 and 4.75 m. As in Tables 1 and 3,
the Henyey–Greenstein asymmetry parameter was
0.85 for the correct P~Q! and 0.95 for the incorrect
P~Q!. The correct value of AB was used in the re-
trieval algorithm, as it can be measured along with
Lu andEd. The results clearly show that the absorp-
tion coefficient can usually be accurately retrieved
from the pseudodata; however, large errors in bb can
occur if the bottom albedo is large and zB is small.
An appreciation for the magnitude of the influence of
the bottom on the light field in these simulations can
be obtained from Fig. 2, which compares the true

Fig. 2. Comparison between the true upwelling radiance ~filled
circles! and the values obtained by using the retrieved inherent
optical properties ~solid curves! in the presence of a reflecting
bottom ~zB 5 4.75, AB 5 1.0!, using the correct P~Q!. Curves from
left to right correspond to v0 5 0.2, 0.6, and 0.8. The correspond-
ing cases for an infinitely deep medium are provided by the open
circles and the dotted curves.
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values of Lu~z! ~filled circles! and the values obtained
by using the retrieved optical properties ~solid curves!
for zB 5 4.75 m and AB 5 1.0, along with similar
curves for the case of an infinitely deepmedium ~open
circles and dotted curves! with identical optical prop-
erties. Near the bottom, for v0 5 0.2,Lu is;3 orders
of magnitude larger in the presence of the bottom
than it would be in its absence. Note that, for v0 5
0.2 in the presence of the bottom, examination of the
graph would lead one to conclude that the retrieved
value of bb was too large. Thus, one could obtain an
improved bb simply by reducing it manually enough
to provide a better fit to the data.

Fig. 3. Example of the fit of Lu to the pseudodata when an incor-
rect value of AB is used in the retrievals. Here v0 5 0.8, g 5 0.85
~used to create the pseudodata and to operate the inversion algo-
rithm!, zB 5 4.75 m, and the true AB was 0.5. The filled circles
provide the Lu~z! pseudodata using these parameters. The dot-
ted, solid, and dashed curves are the Lu profiles obtained by using
the retrieved inherent optical properties with AB 5 0.45, 0.50, and
0.55, respectively, used in the inversion algorithm.



We also operated the algorithm with a 610% error
in AB, i.e., the value of AB assumed in the retrieval
algorithm differed by the true AB ~used in creating
the pseudodata! by 610%. Of course, the errors in
the retrieval of a and bb were larger; however, a
comparison of the resulting Lu~z!, derived by using
the retrieved values of a and bb, with the Lu~z!
pseudodata showed that a very poor fit was obtained
in these cases ~Fig. 3!, clearly indicating that the
bottom albedo was incorrect.

4. Concluding Remarks

In conclusion, we have provided an iterative algo-
rithm for inverting either the Eu–Ed or Lu–Ed pair to
obtain the absorption and backscattering coefficients
of a homogeneous medium bounded by a Lambertian-
reflecting bottom. The algorithm employs complete
multiple-scattering solutions to the radiative transfer
equation. An attractive feature of the algorithm is
that it does not require precise knowledge of P~Q!.
The algorithm was validated for both a and bb by

using simulated radiance–irradiance data for which
the correct values of the coefficients were known ~Ta-
bles 1, 3, 4, and 5!, and for a by using an experimen-
tally measured radiance distribution from Lake Pend
Oreille, Idaho ~Table 2!.
The algorithm usually provided an excellent re-

trieval of a ~error &1%!, even when the phase function
used in the retrievals departed considerably from the
true phase function ~Fig. 1!. The error in bbwas larg-
er; however, it was usually &10%. Typically, the er-
ror in both a and bb will be significantly reduced if the
phase function used in the retrieval is close to the
actual phase function ~Tables 1, 3, and 4!. As ex-
pected, the Lu–Ed algorithm was more sensitive to the
choice of the phase function used in the retrievals than
the Eu–Ed algorithm. In cases in which the influence
of the bottom caused a strong perturbation to the light
field ~Fig. 2!, the error in a usually remained small, but
the error in bb could become large ~Table 5!.
As these retrieval algorithms ignore inelastic

scattering,18–20 they should not be applied to spectral
regions in which inelastic scattering can make a sig-
nificant contribution to the irradiances, e.g., in the
red, unless the contribution from inelastic processes
is assessed.21
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